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DSA Election Guidelines
Fields marked with * are mandatory.

Introduction

CONSULTATION on Guidelines for Providers of Very Large Online 
Platforms and Very Large Online Search Engines on the Mitigation of 
Systemic Risks for Electoral Processes

About you

Language of my contribution
Bulgarian
Croatian
Czech
Danish
Dutch
English
Estonian
Finnish
French
German
Greek
Hungarian
Irish
Italian
Latvian
Lithuanian
Maltese
Polish
Portuguese

*
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Romanian
Slovak
Slovenian
Spanish
Swedish

I am giving my contribution as
Academic/research institution
Business association
Company/business
Consumer organisation
EU citizen
Environmental organisation
Non-EU citizen
Non-governmental organisation (NGO)
Public authority
Trade union
Other

First name

Thomas

Surname

Bergmann

Email (this won't be published)

bergmann@ebu.ch

Organisation name
255 character(s) maximum

EBU-UER (European Broadcasting Union)

Organisation size
Micro (1 to 9 employees)

*

*

*

*

*

*
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Small (10 to 49 employees)
Medium (50 to 249 employees)
Large (250 or more)

Transparency register number
Check if your organisation is on the transparency register. It's a voluntary database for organisations seeking to 
influence EU decision-making.

93288301615-56

Country of origin
Please add your country of origin, or that of your organisation.
 
This list does not represent the official position of the European institutions with regard to the legal status or policy 
of the entities mentioned. It is a harmonisation of often divergent lists and practices.

Afghanistan Djibouti Libya Saint Martin
Åland Islands Dominica Liechtenstein Saint Pierre and 

Miquelon
Albania Dominican 

Republic
Lithuania Saint Vincent 

and the 
Grenadines

Algeria Ecuador Luxembourg Samoa
American Samoa Egypt Macau San Marino
Andorra El Salvador Madagascar São Tomé and 

Príncipe
Angola Equatorial Guinea Malawi Saudi Arabia
Anguilla Eritrea Malaysia Senegal
Antarctica Estonia Maldives Serbia
Antigua and 
Barbuda

Eswatini Mali Seychelles

Argentina Ethiopia Malta Sierra Leone
Armenia Falkland Islands Marshall Islands Singapore
Aruba Faroe Islands Martinique Sint Maarten
Australia Fiji Mauritania Slovakia
Austria Finland Mauritius Slovenia
Azerbaijan France Mayotte Solomon Islands
Bahamas French Guiana Mexico Somalia
Bahrain French Polynesia Micronesia South Africa

*
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Bangladesh French Southern 
and Antarctic 
Lands

Moldova South Georgia 
and the South 
Sandwich 
Islands

Barbados Gabon Monaco South Korea
Belarus Georgia Mongolia South Sudan
Belgium Germany Montenegro Spain
Belize Ghana Montserrat Sri Lanka
Benin Gibraltar Morocco Sudan
Bermuda Greece Mozambique Suriname
Bhutan Greenland Myanmar/Burma Svalbard and 

Jan Mayen
Bolivia Grenada Namibia Sweden
Bonaire Saint 
Eustatius and 
Saba

Guadeloupe Nauru Switzerland

Bosnia and 
Herzegovina

Guam Nepal Syria

Botswana Guatemala Netherlands Taiwan
Bouvet Island Guernsey New Caledonia Tajikistan
Brazil Guinea New Zealand Tanzania
British Indian 
Ocean Territory

Guinea-Bissau Nicaragua Thailand

British Virgin 
Islands

Guyana Niger The Gambia

Brunei Haiti Nigeria Timor-Leste
Bulgaria Heard Island and 

McDonald Islands
Niue Togo

Burkina Faso Honduras Norfolk Island Tokelau
Burundi Hong Kong Northern 

Mariana Islands
Tonga

Cambodia Hungary North Korea Trinidad and 
Tobago

Cameroon Iceland North Macedonia Tunisia
Canada India Norway Türkiye
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Cape Verde Indonesia Oman Turkmenistan
Cayman Islands Iran Pakistan Turks and 

Caicos Islands
Central African 
Republic

Iraq Palau Tuvalu

Chad Ireland Palestine Uganda
Chile Isle of Man Panama Ukraine
China Israel Papua New 

Guinea
United Arab 
Emirates

Christmas Island Italy Paraguay United Kingdom
Clipperton Jamaica Peru United States
Cocos (Keeling) 
Islands

Japan Philippines United States 
Minor Outlying 
Islands

Colombia Jersey Pitcairn Islands Uruguay
Comoros Jordan Poland US Virgin Islands
Congo Kazakhstan Portugal Uzbekistan
Cook Islands Kenya Puerto Rico Vanuatu
Costa Rica Kiribati Qatar Vatican City
Côte d’Ivoire Kosovo Réunion Venezuela
Croatia Kuwait Romania Vietnam
Cuba Kyrgyzstan Russia Wallis and 

Futuna
Curaçao Laos Rwanda Western Sahara
Cyprus Latvia Saint Barthélemy Yemen
Czechia Lebanon Saint Helena 

Ascension and 
Tristan da Cunha

Zambia

Democratic 
Republic of the 
Congo

Lesotho Saint Kitts and 
Nevis

Zimbabwe

Denmark Liberia Saint Lucia

The Commission will publish all contributions to this public consultation. You can choose whether you 
would prefer to have your details published or to remain anonymous when your contribution is published. Fo
r the purpose of transparency, the type of respondent (for example, ‘business association, 
‘consumer association’, ‘EU citizen’) country of origin, organisation name and size, and its 
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 transparency register number, are always published. Your e-mail address will never be published.
Opt in to select the privacy option that best suits you. Privacy options default based on the type of 
respondent selected

Contribution publication privacy settings
The Commission will publish the responses to this public consultation. You can choose whether you would like 
your details to be made public or to remain anonymous.

Anonymous
Only organisation details are published: The type of respondent that you 
responded to this consultation as, the name of the organisation on whose 
behalf you reply as well as its transparency number, its size, its country of 
origin and your contribution will be published as received. Your name will not 
be published. Please do not include any personal data in the contribution itself 
if you want to remain anonymous.
Public 
Organisation details and respondent details are published: The type of 
respondent that you responded to this consultation as, the name of the 
organisation on whose behalf you reply as well as its transparency number, its 
size, its country of origin and your contribution will be published. Your name 
will also be published.

I agree with the personal data protection provisions

Questions to stakeholders

The questions in this survey relate to the background document attached "Guidelines for Providers of Very 
Large Online Platforms and Very Large Online Search Engines on the Mitigation of Systemic Risks for 
Electoral Processes". 

Questions are listed in the order as they appear in the background document for each section of the 
Guidelines.

FR and DE version are machine translated.

Outline of the Guidelines

Section 1 sets out the purpose and structure of the guidelines, as well as references to relevant initiatives; 

Section 2 sets out the scope of these guidelines; 

Section 3 sets out the main mitigation measures the Commission proposes providers of VLOPs and 
VLOSEs to adopt to address election-related systemic risks. 

*

https://ec.europa.eu/info/law/better-regulation/specific-privacy-statement
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Specific subsections cover: the identification of election-related systemic risks; the main mitigations 
measures to address those risks; specific mitigations measures linked to Generative AI content; 
cooperation with authorities and other stakeholders; the process of putting into place risk mitigation 
measures before or after an electoral event; and specific guidance for elections to the European 
Parliament; 

Section 4 sets out the general modalities for a dialogue with the Commission on systemic risks for electoral 
processes; 

Section 5 sets out that these guidelines will be reviewed one year from adoption.

2. SCOPE OF THE GUIDELINES

Q1: Are there any documents, reports, guidelines, academic studies or relevant 
independent research you recommend as further input for these guidelines?

Yes. The draft Guidelines lack understanding of the important role of the media, journalists and their editorial 
outputs, including news and current affairs programmes, for citizens to inform themselves about elections 
specifically and politics in general. The draft Guidelines also lack understanding of the impact of platforms 
algorithms on the availability and discoverability of such content. We therefore invite the Commission to 
consider the following two studies, which were either commissioned or co-funded by the Commission itself:

(1) Study on “Digital Services Act: Application of the Risk Management Framework to Russian disinformation 
campaigns”, published in 2023 (https://op.europa.eu/en/publication-detail/-/publication/c1d645d0-42f5-11ee-
a8b8-01aa75ed71a1/language-de). 

The study analyses how large online platforms mitigated Russian disinformation campaigns during the first 
year of Russia’s illegal war in Ukraine and evaluates how the DSA’s rules, in particular the risk assessment 
and mitigation obligations, can be used to guard against such disinformation campaigns and protect the 
dignity, safety and free expression of EU citizens. 
Although the platforms were not yet obliged under the DSA to assess and mitigate risks, when the study was 
published, the platforms already took mitigation measures (as signatories of the EU’s Code of Practice on 
Disinformation). The study concludes, however, that "the mitigation measures applied by the platforms were 
largely ineffective” (see p. 64). The study even finds that “the reach of Kremlin-sponsored disinformation 
inside the EU has grown since February 2022” (see p. 8). The study suggests that adapting algorithmic 
recommender systems, if done correctly, can play a significant role in fighting disinformation campaigns (see 
p. 59ff).

(2) Study on “Media plurality and Diversity Online”, published in 2022 (https://op.europa.eu/en/publication-
detail/-/publication/475bacb6-34a2-11ed-8b77-01aa75ed71a1/language-en/format-PDF/source-266745163). 

The study describes, analyses and evaluates the existing regulatory and business practices in relation to 
media plurality and diversity in today’s digital ecosystem, and elaborates policy recommendations, which 
could be relevant for the Commission guidelines on election integrity and any future Guidelines and Codes 
the Commission may develop to inform the implementation of the Digital Services Act. The study “reiterates 
the importance of media plurality for the fulfilment of fundamental rights and the functioning of contemporary 
liberal democratic societies” and stresses that “[...] media plurality requires [...] protection in today’s digital 
media systems” where online platforms and social networks are of increased relevance for the production, 
distribution and consumption of media (see p. 41). 
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The study considers the notion of “exposure diversity” a central concern and takes a closer look at how so-
called “public interest content”, meaning “media and information content that is produced by organisations or 
providers that strive to achieve wider social objectives” surfaces online. The study looks at how content 
moderation, rankings and recommendation systems by actors in the online media ecosystem affect the 
diverse consumption of media content. In that regard, the study highlights “some aspects of the DSA that 
could be further strengthened with complementary actions in order to specifically encourage the prioritisation 
of defined categories of services”. The study suggests a “tiered approach [...] for VLOPs that constitute the 
key gatekeepers of specific providers, such as news and journalistic content providers” with certain 
clarifications that are provided in Commission “Guidelines, Communications or Codes of conduct that might 
derive from the implementation of the DSA, and [...] could refer to the importance of the existing best 
practice standards, such as the Council of Europe’s Guidance note on Prioritisation, or directly to the 
principles contained therein” (see p. 181). Considering that they have a considerable effect on what content 
is made accessible, discoverable, and prominent to the users, the study stresses that recommender 
systems, content curation and prioritisation measures should be included in the risk assessment and 
mitigation under the DSA (see p. 185). This means in turn that these aspects should also play a crucial role 
for these draft Guidelines. 

We agree that the Council of Europe’s Guidance Note on Prioritisation of Public Interest Content Online 
(https://rm.coe.int/cdmsi-2021-009-guidance-note-on-the-prioritisation-of-pi-content-e-ado/1680a524c4) 
could indeed be a source of inspiration for these draft Guidelines. The Note underlines the importance of 
prominence regimes for promoting trusted news and authoritative information, as well as for widening the 
diversity of content consumed online, and recommends introducing new obligations for platforms and 
intermediaries in that regard.

Q2: How can the Commission further clarify the purpose and scope of these 
guidelines to better address systemic risks in electoral processes?

We remind the Commission that the Digital Services Act requires providers of very large online platforms 
(VLOPs) and of very large online search engines (VLOSEs) to “assess the systemic risks stemming from the 
design, functioning and use of their services, as well as from potential misuses by the recipients of the 
service”, and to “take appropriate mitigating measures in observance of fundamental rights” (see Recital 79 
of the DSA). The DSA invites VLOPs and VLOSEs to pay particular attention to their algorithmic systems 
that may be relevant, including their recommender systems, when assessing systemic risks, since 
algorithmic amplification of information may contribute to systemic risks (see Recital 84 of the DSA). The 
DSA further suggests that VLOPs and VLOSES should, where necessary, adapt their algorithmic systems, 
not least their recommender systems (see Recital 88 of the DSA).

The draft Commission guidelines do, however, look primarily at the risks stemming from the use and 
potential misuse of the services, including the dissemination of illegal hate speech, foreign information 
manipulation, disinformation and content generated through AI, and potential mitigation measures to counter 
these. The draft Guidelines do not sufficiently take account of the risks stemming from the design and 
functioning of the platforms themselves, including VLOPs’ and VLOSEs’ algorithmic systems.

3. ELECTION SPECIFIC RISK MITIGATION MEASURES
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3.1. Identification of systemic risks related to electoral processes

3.2. Elections-specific risk mitigation measures

Q3: Do you agree with the recommended best practices in this section?

No. The draft Guidelines do not adequately reflect on the key role that independent media, particularly public 
service media, and their journalists play in gathering, processing, and reporting fact-checked information on 
elections and politics in general. The reference to the "vital role" of journalists and media providers only at 
the very end of the first section of the draft guidelines in its paragraph 24 seems rather half-hearted, 
especially when the activity of journalists and media providers is only introduced as a "conceivable 
measure". When formulating guidelines for VLOPs and VLOSEs, the Commission should encourage them to 
meaningfully cooperate with the media, alongside civil society and fact-checking organisations, and to 
ensure that their recommender systems are adapted in a way that users can find, discover and access 
professionally produced editorial content about elections, instead of sensationalists and attention-seeking 
content. For more information, please see our detailed answers to questions 4 and 5 below. 

Q4: What additional factors should be taken into account by providers of VLOPs 
and VLOSEs when detecting systemic risks related to electoral processes?

We would like to draw the Commission’s attention to two important points: 
(1) Adapting algorithms to fix fundamental problems related to online platforms’ business models
Systemic risks do not only stem from the content, e.g., illegal content and harmful content such as 
disinformation, which is uploaded and shared on the platforms, but also from the design and functionalities of 
the platforms. The business model of online platforms relies heavily on algorithms that are trained to 
maximise engagement with content, often surfacing the most sensationalist content. This is not only 
problematic because such prioritization is made on commercial grounds and in a non-transparent manner, 
maximizing profits and gaining user data, but also from a socio-democratic perspective. The algorithms used 
by VLOPs and VLOSEs may lock users in information bubbles (or echo chambers) that essentially reinforce 
their own (or their closest friends’) attitudes and behavioural patterns, thereby leading to further polarisation 
of society. They make users more vulnerable to disinformation and foreign interferences and can ultimately 
lead to election manipulation. While the DSA acknowledges the underlying deficiencies of the design and 
functioning of online platforms and provides that VLOPs and VLOSEs may adapt their algorithmic systems, 
including recommender systems, to mitigate systemic risks (Article 35(1)(d) DSA), the draft Guidelines do 
not. We call on the Commission to carefully consider recommender systems in the risk assessment and 
mitigation regarding the integrity of electoral processes.
(2) Engaging with domestic media service providers and surfacing trustworthy media content
Media pluralism is an essential pillar of democracy. A pluralistic media environment enables citizens to 
exercise their right to freedom of expression and information, which is a prerequisite for their participation in 
society. Ensuring access to diverse and trustworthy editorial content, such as news and current affairs 
programmes, that reflect pluralistic views, is not only a means to fight online disinformation and 
misinformation, but also key for citizens to meaningfully take part in democratic processes and make 
informed political decisions. Given its significance, media pluralism must be protected and promoted online.
In that regard, the draft Guidelines should be more specific about the engagement of VLOPs and VLOSEs 
with domestic media service providers, including regarding the recommended measures under paragraphs 
12, 13, 14, 16 (c)(i) and (iv). 
While we think that VLOPs and VLOSEs, as private companies with purely economic objectives, should not 
assess the situation of media pluralism and media freedom in Member States, we demand that – should this 
recommendation be maintained and included in the final Guidelines (see paragraph 12 of the draft 
Guidelines) –media service providers are properly consulted and involved in this process, avoiding any 
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damage to their independence, credibility, and visibility online, which can impact media freedom and 
pluralism, and consequently, the user’s access to independent and reliable information online. We would like 
to remind the Commission of the availability of independent analysis of the state of media freedom and 
pluralism in the EU and beyond, such as the World Press Freedom Index by RSF and the Media Pluralism 
Monitor by the Centre for Media Pluralism and Media Freedom. There is no need for VLOPs and VLOSEs to 
carry out their own assessments. Furthermore, the draft Guidelines should mention media service providers 
and journalists alongside fact-checking organisations and civil society in relation to all kinds of mitigation 
measures which involve fact-checking information and judging the veracity of information (see for example 
paragraphs 13, 14 and 16 (c)(i). The draft Guidelines should not disregard the key role of the media and 
journalists in doing thorough research, driven by an impartial and fact-driven approach, and based on high 
editorial standards. Moreover, we do not consider it enough / remarkably effective to recommend VLOPs 
and VLOSEs to only point their users to official information on the electoral process provided by the 
competent electoral authorities (see point 16 (a) of the draft Guidelines). This is particularly relevant for 
countries where the Rule of Law is undermined. Instead, online platforms should also give prominence to 
general interest media services and their content (see our answer to Q5). As a matter of principle, VLOPs 
and VLOSEs should be reminded of the importance of ensuring the availability of trustworthy media content, 
such as news and current affairs programmes, related to politics in general and elections specifically, and 
the new obligations VLOPs will have to comply with under Article 17 of the EMFA (European Media Freedom 
Act). Part of the solution to tackle disinformation and misinformation is to ensure that quality and trusted 
news are available online.

Q5: Are there additional mitigation measures to be considered as best practices on 
the basis of their proven effectiveness mitigating risks to electoral processes?

The draft Guidelines do not adequately reflect the importance of safeguarding media pluralism online for the 
fulfilment of fundamental rights and the integrity of democratic processes. Pluralistic, independent, and 
trusted media are guardians and monitors of democracy and the rule of law, and a precondition for citizens’ 
public participation. We therefore call on the Commission to include positive measures for VLOPs and 
VLOSEs to promote media pluralism and freedom of expression including the right to information online:

(1) Give prominence to general interest media services and their content

Public service media in particular play an important role in gathering, processing, and reporting information 
on politics, elections, and issues of general interest. They provide a “diverse content offer, including quality 
information and impartial and balanced media coverage” (Recital 18 EMFA) across platforms, catering to 
minorities, national, regional, and local audiences, in their own languages, while promoting pluralism and 
reinforcing political participation. They are among the most trusted media in Europe.

Ensuring the online presence and discoverability of general interest content made available by public service 
media and other trusted media service providers guarantees citizens' access to impartial, accurate and 
trustworthy information. This is indispensable for combating disinformation and protecting human rights and 
democratic values. VLOPs and VLOSEs should take measures to ensure the prominence of general interest 
media services and their content.

(2) Clear attribution of editorial responsibility

Similar to Article 19 (2a) of the EMFA, VLOPs and VLOSEs should be invited to ensure that the visual 
identity of media service providers, to whose services / content they give access, is consistently and clearly 
visible to the users. This would allow users to immediately determine the entity which bears the editorial 
responsibility over the news content they consume and allow them to judge the reliability and trustworthiness 
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of the editorial content. A clear brand attribution is instrumental in tackling disinformation. It helps citizens to 
decide for themselves if they can trust a certain news/source of information. 

Q6: How should providers of VLOPs and VLOSEs measure effectiveness of their 
risk mitigation measures in a reliable and conceptually valid way for electoral 
processes?

3.3. Mitigation measures linked to Generative AI

Q7: Do you agree with the recommended best practices in this section?

The EBU agrees with the Commission that the misuse of artificial intelligence poses a risk to democracy, not 
only, but especially in the run-up to elections. Given that deceptive, false or misleading generative AI 
content, including deep fakes, is often disseminated via VLOPs and VLOSEs, particularly social networks 
and video-sharing-platforms, these platforms have a special responsibility to prevent the manipulation of 
elections through this type of content. The study “Fake Image Factories” by the Center for Countering Digital 
Hate published on 6 March 2024 (https://counterhate.com/research/fake-image-factories/) confirms these 
concerns.

That is why we would like to stress once again that part of the solution to tackle disinformation and 
misinformation, including through deceptive, false or misleading generative AI content, is to ensure that 
quality and trusted news are available online. Media service providers that apply high editorial standards, 
disseminate information after careful editorial scrutiny and take over the responsibility for the accuracy of the 
information effectively contribute to properly inform citizens and therefore make them less susceptible to 
manipulation.

Q8: Which risks of Generative AI for electoral processes should additionally be 
considered in this section?

Q9: What additional evidence-based best practices on risk mitigation for electoral 
processes related to the creation of Generative AI content should be considered?

Q10: What additional evidence-based best practices on risk mitigation for electoral 
processes related to the dissemination of Generative AI content should be 
considered?
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Q11: What are best practices for providers of VLOPs and VLOSEs to ensure that 
their risk mitigation measures keep up with technological developments and 
progress?

3.4. Cooperation with national authorities, independent experts and civil society organisations

Q12: Do you agree with the recommended best practices in this section?

Q13: What other mechanisms should be considered to foster more effective 
collaboration with relevant stakeholders, such as national authorities and civil 
society organisations?

Q14: Are there any additional resources that could help providers of VLOPS and 
VLOSEs identify relevant organisations/experts at the national level?

3.5. During an electoral period

Q15: Do you agree with the recommended best practices in this section?

Q16: Are there any additional measures that providers of VLOPs and VLOSEs 
should take specifically during an electoral period?

Q17: How can rapid response mechanisms be improved for handling election-
related incidents on VLOPs or VLOSEs?

Q18: What other mechanisms should be considered to foster more effective 
collaboration with national authorities and civil society organizations?
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Q19: Are there any additional resources that help providers of VLOPS and 
VLOSEs identify relevant organisations/experts at the national level?

3.6. After an electoral period

Q20: Do you agree with the recommended best practices in this section?

Q21: What elements should be included in voluntary post-election review by 
providers of VLOPs or VLOSEs to assess the effectiveness of their risk mitigation 
strategies?

3.7. Specific guidance for the elections to the European Parliament

Q22: What are your views on the best practices proposed in this section?

Q23: What additional mitigation measures should be considered for the elections 
for the European Parliament present for online platforms?

5. CONCLUSION

Q24: What additional feedback or suggestions do you have regarding these 
guidelines?

Certain platform operators, which are considered VLOPs and VLOSEs under the DSA, have recently 
announced to take specific measures in view of upcoming political elections across the world. Meta said they 
would stop recommending “political content” to users from accounts users do not actively follow 
(https://about.instagram.com/blog/announcements/continuing-our-approach-to-political-content-on-instagram-
and-threads). 

We are concerned about the potential negative effects on the users’ ability to inform themselves properly 
about politics and elections. It is unclear whether these operators will consider news and current affairs 
programmes produced by public service media and other media service providers would be considered as 
“political content”. Should this be the case, the announced measures could seriously impede media freedom 
and pluralism.



14

 
We wonder, therefore, how such an announcement relates to the objectives of these draft Guidelines, in 
particular the recommendation that VLOPs and VLOSEs should point their users to official information on the 
electoral process provided by the competent electoral authorities (see point 16 (a) of the draft Guidelines), 
as well as the objectives and obligations of the soon-to-be adopted EMFA (European Media Freedom Act).

Background Documents
Consultation_version_-_DSA_election_guidelines.pdf

Consultation_version_-_DSA_election_guidelines__FR.pdf

Consultation_version_-_DSA_election_guidelines_clean_DE.pdf

Contact

CNECT-DIGITAL-SERVICES@ec.europa.eu
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/eusurvey/files/5391770a-b7f3-4820-818c-7c3328edc5de/91dc8399-171e-4492-92ee-afe82f438ae2
/eusurvey/files/5391770a-b7f3-4820-818c-7c3328edc5de/083c72f5-226c-4fb2-b269-e98e63bab14c
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